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Abstract 

This paper explores two inter-related themes. One addresses fundamental questions of human nature, 
arguing that conventional theories of behaviour lack a credible appreciation of the interaction be-
tween cognition and context (or what is often termed as the ‘environment’). The second considers 
decision-making under risk and uncertainty, focusing upon customary behaviour and the significance 
or otherwise of conscious deliberation. My argument is intended to be both critical and constructive, 
exploring the claims of the emerging school of behaviouralism associated with Kahneman and Tversky 
now sweeping the social sciences. Most importantly, it is argued that economic geography should 
take more seriously the nature and scope of behaviour recognising its attributes including related 
social and cultural aspirations. These ideas are illustrated by a set of recent studies dealing with 
financial decision-making and individuals’ attitudes towards risk in personal and occupational 
pension plans. The importance of this project lies in the urgent need to understand the diversity of 
behaviour of men and women in, and through, the communities in which they live without being 
reduced to yet another version of environmental determinism. In conclusion, implications are drawn 
for understanding the global financial crisis.  
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Human nature, the environment, and behaviour: explaining the 

scope and geographical scale of financial decision-making 

1 Introduction  

Economic geography is characterised by a steady flow of conceptual innovation, critical analysis, and applica-
tions to public policy and business. It spans a number of disciplines and perspectives. This does not mean that 
its theoretical foundations are necessarily commonly agreed. Notwithstanding commitment across economics 
and geography to core principles of diversity, heterogeneity, and path dependence (see Clark et al. 2000 and 
Alesina and Glaeser 2005), there remain unresolved questions of substance such as the significance to be 
attributed to rationality and the legitimacy of rather different methods of analysis. For example, many geo-
graphers are uneasy about the hegemony of rationality particularly when their case studies and field research 
almost always raise questions about the nature of observed behaviour. But it has been difficult to build a 
counter-story to the rational-actor model without foundering on the rocks of environmental determinism 
(Strauss 2008). 

Behaviouralism is often wrapped-up in dualisms such as environment and behaviour, society and space, and 
economy and culture. In each, there is an implied tension between structure and agency – individual beha-
viour is deemed dependent or contingent on fundamentals. The antimonies at work in such pairings suggest, 
as well, juxtaposed and competing modes of life. That they are joined together indicates a lack of confidence 
in the explanatory power of just one element of a pairing (such as economy compared to culture) but recogni-
tion, nonetheless, that their pairing is, in some sense, valuable. Presumably, a close reading of their interac-
tion can provide us the means of understanding the diverse landscape of human activity. For example, “rela-
tional economic geography” seeks to combine market imperatives with the fabric of social relationships to 
provide a deeper understanding of geographical differentiation and path dependence (see Bathelt 2006; Ba-
thelt and Glückler 2004).   

We are not the only discipline to be preoccupied by questions of emphasis and balance, straddling the divide 
between formal models of market structure and performance and broader conceptions of human life. Granovet-
ter’s (1986) economic sociology is an attempt at reconciliation with applications to conventional topics like 
job search behaviour. In anthropology, culture has played a vital role in explaining differentiation between 
the peoples of the world being, at times, invoked as the essential building block of any society (for a critique, 
see Kuper 2001). Economic geography has been more circumspect than anthropology and more like economic 
sociology, holding to universal models of human behaviour seen through the lens of fine-grained studies 
about the significance of the context in which people live and work (Peck 2005). But this strategy can be 
accused of obfuscation (at best) or cowardice (at worst): it does not tackle the integrity of the rational-actor 
model that underpins most models of economic geography. 

In collaboration with Strauss (2009), I sketch a means of integrating environment and behaviour without 
capitulating to naïve economism or grandiose gesture. Our project is informed by research on finance and 
pension welfare at the interface between geography and finance. This programme is concerned with financial 
decision-making under risk and uncertainty where respondents have social attributes and resources as well as 
roles and responsibilities. In part, research is based on psychological experiments and test-regimes designed 
to assess decision-making in theory and practice. As well, we have used econometric methods to demonstrate 
the significance of the socio-demographic attributes of people in risk-related decision-making. In carrying 
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through this programme, we have been inspired by the work of Kahneman and Tversky (1979). Even so, their 
project has its limits—they are firmly entrenched in “cognitive individualism” rather than context and the 
scope of observed (social) behaviour (Wilcox 2008). 

We rely upon Herbert Simon’s (1956) scissors metaphor to the effect that human behaviour occurs at the in-

tersection between cognition and the context or environment in which people live and work.1 To reap the 
benefits of his insights on human behaviour, we need a fully-fledged theory of cognition, a well-specified 
notion of context, and a theory of their interaction amendable to experimental analysis. Of course, such an 
integrated theory of behaviour does not exist—it is at the frontier of research in psychology and the social 
sciences (Henrich et al. 2005). So, this paper works from first-principles: human nature and the scope of ra-
tionality. I downplay deliberation and calibrated judgement in favour of customary modes of behaviour: intui-
tion, habit, and imitation. A way of conceptualizing the environment or context is suggested with reference to 
culture and society, although it is also argued that a truly geographical conception of context would be expli-
cit about the scale of effect and affect (Thrift 2004). To illustrate, I refer to recent publications on financial 
decision-making drawing together the threads of our research programme on pension planning and the scale 
and scope of decision-making. In conclusion, lessons are drawn for understanding the geographical transfor-
mation of the sub-prime debacle into the global financial crisis. 

From the outset, it should be acknowledged that this paper deals with contentious issues—rationality, beha-
viour, and the role of environment in shaping human life are topics that have pre-occupied anthropology and 
geography for many decades. The apparent generality of these issues is betrayed by profound disagreement on 
even the simplest issues, such as the definition of cognition, context and the environment. In the Appendix, a 
brief commentary on relevant definitions is provided. Notice, this paper is not intended to resolve debate 
once-and-for-all over their meaning or for that matter their relationships to one-another. It is no exaggeration 
to say that their definition is enmeshed in the much larger debate about human nature. This issue, though, 
has proven toxic for whole disciplines including geography. And yet, because of its claim of engagement with 
nature and society, it would seem incumbent upon human geography to have an explanation of behaviour that 
is richer than the cardboard image of rational man.  

By contrast, much of decision theory is focused upon sketching a parsimonious theory of behaviour, or the 
standards by which to assess such a theory (Bermúdez 2009). Rarely does decision theory seek to explain the 
observed diversity of behaviour. Too often people are treated as one-dimensional fixed entities. If appropriate 
for theory-building, there are problems with such an approach not least of which is the often unquestioned 
assumption that people have constant utility functions—especially over time, but also over space in the sense 
that experience is discounted as relevant to the formation and re-formation of a person’s goals and objectives. 

2 Human Nature 

We could assume that people are basically selfish, acquisitive and immoral or we could assume that people are 
basically sociable, cooperative and caring of others. The first “model” of human nature provides a rationale for 
designing institutions that protect us from one-another whereas the second “model” of human nature provides 
a rationale for institutions that are a framework for social action and the advancement of public welfare. Both 
models are universal in their scope, and are essentially normative in the attribution of motives and beha-

                                                               

1
/.  As such, our project seeks an expansive conception of behaviour, sensitive to diversity and affect. By contrast, neuro-economics is 

reductionist in intention treating economics as a natural science whose object is to develop the theory of rational choice and thereby 
explain behaviour (see Padoa-Schioppa 2008).    
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viour.2 Notice, these two models underpin competing branches of political theory and jurisprudence and the 
human sciences more generally (see Audi 2007). Curiously anthropology and geography are less reliant upon a 
single meta-theory of human nature; more often than not, we invoke “evidence” from certain times and places 
to select between one theory and the other. 

Many in the natural sciences see human nature as the object of research rather than an a priori assumption. 
Without doubt, the single most important scientific model of human nature draws its inspiration from Darwin 
and the principles of species evolution. By this logic, whether we are selfish or altruistic, whether we are 
competitive or cooperative, and whether we are immoral or moral, are empirical questions set against human 
evolution rather than tautologies or strategic moves of argument (compare Axelrod 1986). Similarly, who we 
are, what we are, and what we can or can not be, are issues to be resolved by reference to our basic biological 
capacities, instincts, and limits: integrating our biological heritage with behaviour is one of the most impor-
tant scientific projects of the 21st century (Kahneman 2003). Nonetheless, there is disagreement about wheth-
er competition and cooperation are traits or strategies just as there is deep disagreement about the signific-
ance of human consciousness compared to other species (Hurley 2008). 

There is, however, broad agreement about the relevance of our biological heritage for behaviour as well as for 
our capacity to adapt to changing circumstances. Similarly, there is broad agreement about human rationality 
- the logic underpinning human evolution which is presumed to be a trait rather than a strategy and is be-
lieved to be deeply embedded in our cognitive make-up rather than something that people have or don’t have. 
It should be noted, though, cognitive scientists have sought to show that amongst human beings there is a 
considerable range of cognitive ability; people are not equally adept at common tasks and functions. So, for 
example, being numerate including being able to calculate probability is a human trait; but people are clearly 
not equally adept at solving such problems (Baron 2008). There is also broad agreement that differences be-
tween human beings on these types of issues are inevitable but are not attributable to social categories such 
as race, gender, income, or location of residence. 

The biological project on human nature is a universal project and, as such, has salutary lessons for explaining 
endemic conflict over the status of claimed ‘important’ differences between people. As we share a common 
biological heritage, we share the same types of emotions, modes of behaviour, and predilections for competi-
tion and cooperation. To think otherwise, to imagine that ‘others’ are so different or unknowable, would be to 
conflate observed behaviour in response to certain circumstances with a claim that people from other times 
and places were, or are, systematically different by virtue of their human nature. If a common move of politi-
cal rhetoric, orientalism is not anything more substantial than folk-stories of distant lands (Said 1978). Stat-
ing the obvious may appear trivial. But, this seems lost in contemporary debate over ethnicity, religion, and 

geopolitics.3 

Vital for our work on finance in economic geography is the project initiated by Tversky and Kahneman (1974) 
on human decision-making under risk and uncertainty.  Their research resonates, in the first instance, with 
the Carnegie-school of behaviouralism—the insights of Herbert Simon (1983) on reason and behaviour and 
the theory of the firm associated with Cyert and March (1978).  Even so, it was ignored for many years, 
swamped by the momentum driving the widespread adoption of rational expectations (Lucas 1986).  It slowly 

                                                               

2
/.  For example, the 17th and 18th century Atlantic slave trade is often invoked as evidence in favour of “model 1” whereas the sustained 

campaign of British religious groups to abolish the slave trade is often invoked as evidence in favour of “model 2”.  Recent debate about 
our responsibilities for others’ welfare, especially in Africa and in the Middle East, work back to issues of evidence for and against compet-
ing models of human nature as well as betraying a certain moral superiority about us and them. 
3/.  There are, of course, those from socio-biology that use the programme in a reductive manner such that observed differences between 
human beings by race, gender etc are “explained” by reference to the imperatives of environmental survival. We do not agree with this 
rhetorical strategy, allying our work with others such as Lewontin (1993). 
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gained traction for a number of reasons, not least of which was the unease of leading economic theorists 
about the normative bases of conventional notions of rationality and the arbitrary assumptions needed to 
make rational expectations work in practice as desired by its advocates (Arrow 1986). Most importantly, 
behaviouralism was seen to be relevant to microeconomic theories of behaviour in circumstances where irre-
versible commitments to decision-making are subject to risk and uncertainty (Winter 1986). 

All human life might be so characterised. But it is clear that Kahneman and Tversky’s project was focused upon 
contemporary life dominated by markets and a liberal culture that favours voluntary choice and self-reliance. 
As such, it is easy enough to see how and why it is so important for understanding human welfare in the ad-

vanced capitalist economies of the 21st century.4 Being able to judge the flux and flow of markets, being able 
to anticipate the actions of others, and being able to insure oneself against risk are crucial if individuals are 
to effectively plan for the future. All the evidence suggests, however, that being so able is rarer than assumed 
by rational choice theorists (Clark, Knox and Strauss 2009). In fact, as the global economic crisis demon-
strates, relatively few people seem to be able to cope with systemic market uncertainty. These circumstances 
demand a level of computational and conceptual sophistication that few have at their finger-tips or even ap-
preciate as important (Allen and Gale 2007).  

Humans may be rational but are variable in their competence and consistency of decision-making. Kahneman 
and Tversky show that humans are risk averse to a fault, heavily discount the future, are opportunistic where a 
long-term perspective may be more conducive to achieving goals, and are inefficient users of information. 
Following in the wake of Simon (1978), Kahneman and Tversky show that rationality is not only bounded but 
systematically occluded by innate cognitive biases. Recognising these traits, Gigerenzer and others (1999) 
suggest that humans cope by using heuristics that can compensate for these short-comings in task-specific 

circumstances.5 Acknowledging the existence of cognitive anomalies and biases is a way of explaining short-
falls in reasoning while providing a structured account of human behaviour in the context of risk and uncer-
tainty. By this logic, social scientists can accept that humans are rational while appreciating the observed 
scope of behaviour.   

3 Taxonomy of Customary Behaviour 

In theory, at least, people make decisions in a logical manner. They begin with a set of options, assess the 
utility of those options against likely and desired outcomes, and choose the ‘best’ option assuming that they 
can only choose one option at any point in time (Schick 1997). The ‘logic’ of any action is the product of 
conscious deliberation. But, are people like this? Do they make decisions in this manner? These questions 
animate contemporary psychology and cognitive science. There is a variety of answers, most of which seem to 
suggest that, when people react to situations, they utilize a variety of decision-techniques most of which do 
not seem to require the degree of deliberation implied by rational choice theory. For example, Gigerenzer and 
others (1999, 13-14) reject optimization in favour of Simon’s notion of satisficing and suggest that people 
typically use “fast and frugal heuristics” because these devices economise on time and information and can 
adapt to “real environments”. 

                                                               

4
/.  Even so, it is important to acknowledge that the contemporary significance accorded individual volition has its roots in 19th century 

political philosophy associated with J. S. Mill amongst others and, indeed, UK pension policy at the end of the nineteenth century and at 
the start of the twentieth century; see Clark and Whiteside (2003) and Whiteside (2003) for relevant overviews of the history of UK 
pension policy.  
5
/.  Task-specific circumstances make serious demands on decision-making competence—well-beyond agents’ general intelligence and 

education.  This is not always appreciated in the social science literature wherein it is all about information processing rather than skill, 
knowledge, and substantive judgement.  See Clark et al. (2006) for a specific instance and Wagner (2002) for a more general statement. 
 



7 

   

There are, however, significant issues to be considered, notably the mechanisms of choice amongst applicable 
heuristics as well as what happens when the available heuristics are not relevant. Here, there are three related 
problems. First, the heuristics model of decision-making may be, paradoxically, a trap. By treating heuristics 
as a set of decision-tools, deliberation may be reintroduced by the back-door as the means of breaking dead-
locks between the available and applicable heuristics. Second, by focusing upon the instrumental nature of 
heuristics Gigerenzer and others seem to promise long-term decision-effectiveness: the anomalies and biases 
noted in everyday decision-making are presumably slowly resolved in the face of ever-finer heuristics that are 
applied time-and-again to perfection (Bermúdez 2009, 168). Third, for heuristics to work as expected or hoped 
the ‘background’ environment must be sufficiently stable and predictable for people to have confidence in the 

efficacy of inherited decision-tools. Stability is in short supply in financial markets.6 An alternative is to in-
voke “states-of-mind” that can do the hard work of explaining the nature and scope of behaviour without 
returning to heuristics or conscious deliberation. 

In this regard, Hogarth (2001) suggested that intuition is an essential component in any comprehensive tax-
onomy of behaviour. Using synthetic examples to illustrate his argument, including one drawn from financial 
trading, he suggested that intuition is a form of unconscious judgement prompted by immediate circums-
tances and deployed without the benefit of contemplation and the steps of logic associated with the theory of 
rational choice. In action, the efficacy of intuition would appear to rely upon people’s confidence in their 
ability to respond to events which in turn can be thought to rely upon the familiarity of the situation, the 
apparent pay-offs of one response over another, and the sense in which analogous situations were dealt with 
in a similar manner in the past (Kahneman and Tversky 1974). Decision-analysts believe that intuition is ef-
fective because it is immediate, it economises on the costs of conscious deliberation, and it acknowledges the 
lessons found in sequential action (Kahneman 2003). 

Intuition is presumably subjective – being an expression of a person’s emotional state and sensibility. Conse-
quently, intuition could be thought entirely personal, even arbitrary, when one person is compared with 
another and when one person’s actions are tracked over time and space. Not surprisingly, there is considerable 
interest in ‘weakness-of-will’, a notion that could be thought to represent the ennui of life (see Ainslie 2001). 
If important, the role of public policy is clear: those lacking confidence in their financial decision-making 
ought to be encouraged to develop the formal skills of decision-assessment in the hope that by trial and error 
they become more accustomed to making decisions against reliable benchmarks. Whether this is really possi-
ble, given that psychologists believe that confidence is innate rather than learnt, given the correlation of 
confidence with gender, and given the lack of reliable benchmarks is open to dispute. It does, nonetheless, 
underpin policies of the UK Financial Services Authority (see generally Strauss 2008). 

But it would be strange to imagine that people are just spontaneous, signal-response machines unfazed by the 
future. In fact, a bedrock concept of behavioural and social psychology is habit.  Defined by Rachlin (2000, 7) 
with reference to William James, it “functions in human life as a flywheel functions in a machine, to overcome 
temporary opposing forces, to keep us behaving for a time in a particular way, according to a predetermined 
pattern”. In contradiction to the theory of choice, habit is believed to be the means by which the tyranny of 
choice is ‘managed’, replacing the exercise of deliberation time-and-again with behavioural-templates that 
sustain decision-making over time and space (Suppes 2003). Unlike intuition, habit can have a significant 
element of social regard. Habit is not only personal, it is also relational in that others may rely upon the ha-

                                                               

6
/. If heuristics are expressions of past choices honed to perfection on a case-by-case basis, this is only possible if history repeats itself. 

The problem is that we cannot be sure whether an event is a repeat of something known or the start of something new (Winter 1986). 
Yet, the opportunity costs of non-response can be extraordinarily high. See Clark (2008) on the scope of risk and uncertainty in financial 
markets. 
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bits of people they know so as to anticipate their actions. Equally, habit may claim a certain cultural affecta-

tion that makes it a shared set of behavioural norms and customs.7 

Habits are like heuristics in that they provide recipes for action. But the contrast drawn here is between ha-
bits as practice and heuristics as decision-tools wherein the former is representative of patterns of uncons-
cious behaviour in certain environments whereas the latter is representative of a method of deciding what 
action to take given the known options. Because habits are formed in relation to the expectations of others 
that rely upon their performance, our reference point here is also Harré’s (1993) notion of “social action as 
problem solving”. As such, it is an expansive notion of behaviour that is related, in part, to seeking others’ 
approval and appreciation. By this logic, habit is derivative; being part of a larger set of actions and affecta-
tions when taken as a whole are the life of human beings. If this sounds vague and somewhat normative (how 
people properly live), evidence for it can be found in our research on pension planning where there appears to 
be a premium on intimate relationships with others (Clark, Knox and Strauss 2009).     

Habit provides a template for behaviour over time and space. Going further, analysts believe that imitation is 
the means by which behaviour is anchored in society and culture. Imitation is, simultaneously, innate and 
socially conceived. It is one of the basic mechanisms by which people (and animals) learn from others. As 
such, it underpins human development. If believed simple-minded, Hurley (2008) suggested that it is actually 
a sophisticated and difficult to realise ambition given the costs of adapting behaviour to that which is held to 
be desirable and given the costs of sorting through the interaction between the environment and behaviour to 
identify that which can be copied. We also imitate those who we respect and admire. We do so even though 
they may live in a world quite different from us. In this sense, imitation need not be particularly effective or 
efficient – it commonly represents deeply held aspirations which are often valued in their own right (beyond 
the expected consequences of imitation). 

We could argue that the locus of intuition, habit, and imitation is necessarily ‘local’ if what we do in reaction 
to events and circumstances is informed by who we are in relation to where we live and work (Camerer 2008, 
371). Recent empirical research that has shown the relevance of this scale of life for framing decision-making 
resonates with many human geographers (see Schwanen and Ettema 2009). The idea that behaviour is ipso 
facto ‘local’ is also consistent with our disciplinary expectations and commitments (Smith and Easterlow 
2005). We would suggest, though, that if intuition and habit are inherently ‘local’, the spatial coordinates of 
imitation may be more difficult to allocate to just one spatial scale.  Imitation is relational albeit relational at 
a variety of embodied and dis-embodied scales.  We are, in any event, sceptical of the premium attached to 
the ‘local’ believing that there is a strong normative claim often embedded therein which supposes that the 
‘local’ is the ‘proper’ scale of life against the scaling-up effects of globalization and information technologies 
(Couclelis 2009). The geographical scale of intuition, habit and imitation should be subject to the same empir-
ical scrutiny as risk aversion etc. 

4 Practice of Decision-making 

Kahneman and Tversky’s project is especially relevant to the contemporary world dominated, as it is, by market 
imperatives. In this respect, the context of their project, and other related projects on human reasoning such 
as Herbert Simon’s, sets the parameters for the possible scope of individual decision-making even if context is 
not determinant of behaviour. As such, behaviour is embedded in the ensemble of market institutions that 

                                                               

7
/.  There are many ways of illustrating these two points. Consider, for example, the back-page of the “How to spend it” section of the 

Weekend Edition of the Financial Times. There guests recount their habits of weekend relaxation often invoking their preferred retreats, 
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are, more or less, representative of the effective structure and organisation of capitalist society. Here, there 
are obvious connections to be made with the relevant social science literature including Polanyi (1944) and 
Miller (2002) who believe that context matters a great deal. Similarly, Scott’s (2008) work on the economic 
and social foundations of modern capitalism provides useful clues as to the origins of observed differences of 
behaviour between different types of people (by their employment and income). 

Market economies are characterised by constant change, whether by growth or creative destruction. By this 
logic, life is calibrated against the temporal rhythms of the economy, and is reflected in social relationships 
and customary practice (Thrift and Glennie 2005). Market economies also have deeply engrained and distinc-
tive spatial configurations. From a political economy perspective, economies make places what they are in-
cluding their social relationships and institutions—just as importantly, places make capitalist economies dis-
tinctive as explained by political scientists and sociologists through the logic of “varieties of capitalism”, and 
by economic geographers committed to the logic of path dependence and clusters of innovation (Peck and 
Theodore 2007). Inevitably, individual decision-making under risk and uncertainty is entwined with the tem-

poral and spatial configuration of modern economies.8 Time and space are both constitutive and derivative of 
the nexus between environment and behaviour. 

Context stands for the macro or structural logic of decision-making setting the parameters for behaviour. If an 
exercise in categorical distinction, this way of expressing the issue provides a roadmap for empirical analysis. 
Nonetheless, it is unsatisfactory for a number of reasons. First and foremost, it privileges the economic over 
other social and political systems – social and political life appears derivative of the economic sphere. This is 
not intended. Rather, it is the inevitable result of a certain emphasis on those contemporary environmental 
forces that structure decision-making under risk and uncertainty. As such, it is an analytical strategy rather 
than a historical approach to the evolution of economic, social and political institutions that might provide 
for different conceptions of the proper significance of one sphere of life over others (Engelen 2003). If it is 
silent about culture, there are obvious links to be made to the cultural turn in economic geography (see Scott 
2006; Scott and Power 2004). 

Consider the significance of two types of widely-recognised behavioural traits. The accumulated research sug-
gests that people have high discount rates (to the extent they have coherent discount functions), are slow to 
respond to changing circumstances, and generally value the near-future over long-term plans even if this be-
haviour is known to be to their detriment (Ainslie 2001). Similarly, research suggests that people are poor at 
searching for relevant information, tend to act on the basis of immediate experience, and find probabilistic 
reasoning problematic. In sum, they are myopic: they rely upon what they know even if that is specific to 

certain times and places (see Kahneman et al. 1997 and Sedlemeir and Gigerenzer 2001).9 These traits suggest 
that, in the absence of cues to the contrary, people tend to act local: the significance of an event or opportu-
nity is perceived through the lens of what they know and they are hostage to events that happen elsewhere 

                                                                                                                                                         

what they eat and where they eat, and how much they value (as their families value) the re-assuring nature of affective pleasures in well-
defined environments. See, “Perfect Weekend: Camille Goutal” Financial Times, May 2nd 2009, p.62. 
8
/.  As suggested by Langley (2008), the hegemony of finance is a distinguishing feature of 21st century capitalism where the temporal 

contingency of individual wellbeing has permeated the fabric of everyday life in western societies. The global financial crisis has served to 
make this transparent, and to appreciate the scope of financialization in western economies. 
9
/.  It should be recognised that these traits are just two sets of a growing list of so-called biases and anomalies.  Krueger and Funder 

(2004) identified about 40 such biases and Baron (2008), in the latest edition of his book, listed about 60 such biases.  Notice that the 
implied order of these two sets of biases may not be stable in the sense that the evidence suggests people are susceptible to over- and 
under-reaction to the environment and that governing these types of reactions may take more conscious deliberation than many people 
seem willing to commit. 
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and feed-back over time into their immediate ‘environments’.10 Contrary to models of recursive learning in the 
formation of market prices (Vives 2008), most people are not Bayesian analysts (as in the agenda sketched by 
Oakford and Chater 2007).  

That people respond to events through intuition, habit, or imitation and that the temporal and spatial scope 
of response is customarily local rather than global provides a datum against which to analyze behaviour (as 
suggested by Hägerstrand’s 1970 ‘time geography’). But, we must take care not to exaggerate the significance 
of these findings suggesting directly or by implication that customary behaviour exhausts the repertoire of 
possible behaviour. Here, though, expectations break two ways.  There are those, like Kahneman (2003), who 
believe that most people, most of the time, behave within the parameters set by cognition and context trad-
ing on the cues available from each blade of the scissors to arrive at satisfactory outcomes. In this respect, 
and in contrast to those who hold fast to the theory of subjective expected utility maximisation, satisficing is 
not only the ‘normal’ response to events, it is socially acceptable in the sense that others similarly inclined set 
the norms of expected behaviour (an explanation of herding behaviour in financial markets that has a strong 
cultural overlay; see Shiller 2002). 

This is an invitation to take steps to at least dampen or manage the effects of myopia if not expunge it from 
human reasoning (Doherty 2003). But it takes conscious deliberation and conceptual understanding to break 

with that which comes naturally and thereby transcend the local in favour of the global.11 A number of argu-
ments or propositions can be made to the same effect: people can be taught to reflect on their plans prior to 
taking action and the possible pay-offs to deliberation based upon non-experiential information sources from 
distant sites of activity may encourage reflection prior to action (Couclelis 2009). Embedded in this multi-
factor argument are a supposition and an empirical project – the supposition is that reflection is as much 
about information acquisition as it is about deliberation. The empirical project is to show how the available 
resources including information (or lack thereof) contribute to the exercise and quality of conscious delibera-
tion and the sense in which making a break with customary practice has short-term and long-term value for 
those concerned.  

This implies the existence of a range of responses to a common environment partly driven by the scope of 
reflection as well as the spatial distribution of information resources that, in some way or another, encourage 
more or less informed reflection. We could also invoke Hogarth’s (2001) suggestion that some environments 
are more or less conducive to human reasoning and that a predilection in favour of reflection is mediated 
through the social resources needed to effectively evaluate the options for action. As well, Scott’s (2008) 
thesis that modern capitalist societies rely upon cognition and culture for the production of value may be 
especially significant, providing a rationale for the internal stratification of societies wherein people occupy 
certain roles and responsibilities that require (or do not require) the deliberate exercise of judgement. By this 
logic, the scope of observed behavior – beyond intuition, habit, and imitation – is ‘produced’ by society (the 

                                                               

10
/.  This is expressed in many different ways relevant to economic geography and financial theory.  See, for example, Huberman (2000) 

and Wójcik (2009) on ‘home-bias’ (the observation that portfolio managers tend to over-load on local securities) and Huberman (2001) on 
the apparent value attributed by investors to ‘familiarity’ (the observation that individuals tend to invest in local companies, even over-
loading on the stock of the companies that employ them).   See also Clark and Wójcik (2007). 
11

/.  Recent research on the management of labour markets from the local to the global reminds us that public and private institutions 
can play important roles in transcending the local in favour of the global thereby discounting the cognitive skills needed by individuals to 
make the leap beyond everyday life (see, generally, McDowell et al. 2008). 
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environment) and is ‘regulated’ by the performative requirements (context) that attend certain social roles and 

responsibilities.12   

To illustrate, consider the implications of two recent papers by McDowell (2008) and McDowell et al. (2009) on 
the stratification of the UK labour market and the demand for certain types of job-specific ‘skills’. In her work, 
like Scott (2007), the labour market is usefully divided into two: at one level, there are relatively high-paid 
and secure jobs that require education and formal training and skills. At the other level, jobs are insecure, 
poorly paid, and require little in the way of formal education. These jobs require “deference and courtesy” 
rather than calibrated judgement and fine-tuned response to changing circumstances. In other words, the 
nature of work can provide “kind” environments (at the first level) that reward the exercise of judgement and 
deliberation in ways that reinforce the value of these skills, and “wicked” environments (at the other level) 
that deliberately discount the value of such skills in favour of ‘performance’ regulated by discipline and con-
formity. We know little about the cross-over effects of social roles and responsibilities in specific settings for 
the nature and scope of ‘private’ behaviour. But, the implications are plain.    

For some analysts, the high level of cognitive skills needed to perform some types of work in modern econo-
mies represents a possible pathway back to reason and rationality albeit highly stratified and segmented. So, 
for example, governments around the world have promoted informed decision-making amongst those people 
who have the cognitive capacity and material interest in so acting hopefully triggering individual tendencies 
of self-reflection and responsibility (in the face of the looming social costs of ageing and welfare). By con-
trast, Thaler and Sunstein (2008) have argued that it is better to work with customary behaviour rather than 
against innate traits to foster desirable individual and social outcomes. By this logic, institutions are best 
advised to design ‘channels’ or ‘streams’ of action-in-response to the environment such that these devices 
prompt behaviour that ‘automatically’ transcends the myopia of cognition and context. Implicitly, perhaps, 
Thaler and Sunstein suggest that the discounting of cognition in many segments of the modern economy 
means that there is a real need for institutions that can compensate for the lack of calibrated judgement in 
everyday life.  

5 Behavioural Economic Geography 

The behavioural revolution has most to say about our cognitive heritage, less to say about the role of the 
environment in affecting behaviour, and has even less to say about how Simon’s scissors function (that is, the 
neurological interaction between cognition and context). Furthermore, the vast majority of published studies 
of cognitive function and performance rely upon the responses of university students (undergraduates and 
postgraduates) to accepted problems and puzzles (Baron 2008). That these puzzles are replicable, have estab-
lished protocols for implementation, and carry with them recognised patterns of likely outcomes provides 
those working in the field a tool-bag of controls and methods. Without these protocols it is doubtful that the 
behavioural revolution would have been anything more than a critique of the assumptions and methods of 
economics (as much of economic geography seems to be). 

However, the respondents of most studies are naïve and inexperienced. They have little or nothing at stake in 
their responses. This is deemed, by many, to be an advantage in that age and experience may prompt second-
order disputes over the design of puzzles that are confounded by everyday life. Still, the institutional context 

                                                               

12
/.  We show in Clark et al. (2007) that people with task-specific expertise and domain-specific knowledge tend to be better than neo-

phytes at solving investment-related problems. That is, the domain in which they live and work is an essential ingredient in how they 
respond to risk and uncertainty.  
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of these experimental regimes is unsettling. At best, these respondents provide us a base-line for testing vari-
ations in cognitive function and performance (Clark et al. 2006). At worse, utilizing these respondents in 
plain-vanilla settings implies a set of troubling assumptions. First, that these respondents are representative 
of society; second, that social identity, roles, and responsibilities are irrelevant in assessing cognitive func-
tion and performance and; third, that education, experience, and task-specific decision-routines only mediate 
cognitive traits. Not withstanding the fact that experimental protocols are set so as to be relevant to risk and 
uncertainty, there is also little appreciation of culture-specific definitions of risk (Douglas and Wildavsky 
1983). 

By raising these concerns, I do not mean to overturn what has been achieved – cognitive traits do not evapo-
rate once we take into account culture or society. Rather, there remain crucial empirical issues to be resolved. 
For example, can age, experience, and task-specific education and training make up for apparent short-falls in 
cognitive function and performance amongst naïve respondents? We think so, as do others especially those 
convinced of the significance of learning (individual and social) (Doherty 2003). If, as we believe, there is a 
natural bias in favour of that which people directly know and experience, is behaviour always ‘local’? Are there 
‘tricks’ that can enable people to work-up the geographical scale of perception and behaviour? Answers to 
these questions have enormous implications for human development (cognitive and social), just as they have 
enormous implications for understanding the map of economic development and human welfare (within and 
between countries). 

We are convinced that social roles and relationships make a difference to the consistency of decision-making 
under risk and uncertainty (Clark et al. 2007). This can be an argument about measured cognitive function and 
performance; it could also be a theoretical argument about human nature, referencing the innate sociability of 
human beings. One of the short-comings of Kahneman and Tversky’s research programme is its exclusive focus 
on individual behaviour (Kreuger and Funder 2004).  On this point, Baumeister (2004, 15) stated that “the 
need to belong is a central feature of human motivation” and that emotional attachment can sustain decision-
making even when the scope of risk and uncertainty is such that individuals are paralysed by inaction. Equally, 
social rejection can prompt a level of emotional distress that scuttles even the simplest of decision-rules. 
Missing from many accounts of decision-making are the social commitments and relationships that are 
expressed through intuition, habit and imitation and mediate cognitive biases.   

To illustrate, in Clark and Strauss (2008) we test whether it matters if people are young or old, male or female, 
and with a spouse or not for individual risk assessment. Using a set of questions designed to elicit respon-
dents’ decision-making with regard to risk and uncertainty it was found that risk behaviour and predisposition 
were correlated with socio-demographic status and income, and that having a partner with a pension entitle-
ment makes a difference to risk propensity all things being equal. It was also found that poor, single women 
are highly risk averse and appear to heavily discount the future. In effect, social identity and relationships are 
correlated with individual risk-management strategies – some people make plans for the future based upon 
their intimate relationships with others (see also Freidberg and Webb 2006). Respondents’ savings behaviour is 
shaped by their immediate relationships with others, and is therefore ‘local’ albeit with two possible effects, 
positive and negative. 

In Clark, Knox and Strauss (2009), we begin with research about the scope of conscious deliberation. We re-
hearse the argument (above) about the limits of deliberation, thereby providing a taxonomy of planning – 
from the reactive, the responsive, to the deliberately forward-thinking. Here, we were interested in who is a 
planner and who is not. As in the previous paper, we were able to show that social identity, age and income 
along with intimate relationships with others makes a significant difference to the nature and scope of delibe-
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ration.13 We also sought to determine whether people scale-up their search for advice and information in 
making planning decisions: that is, whether people are always ‘local’ or use geographically remote, dis-
embodied sources of information such as the internet in calibrating their plans. We found that local relation-
ships dominate dis-embodied and institutional sources of advice and information.  Our respondents rely upon 
those they know whether by trust or by contract (contra Couclelis 2009). 

Notice, though, the interpretation of these results is open to two possible arguments. On one side of the equ-
ation, planning may reinforce social advantage and the value of existing beneficial relationships (wherein 
planning is an instrumental strategy). On the other side, planning may be derivative of social status in that it 
refers to shared aspirations for the future reinforced by their relationships with others rather than the tactical 
advantages of social status (an argument about culture and context). Unresolved is whether people plan for 
the future because they can, because their peers do so, or because the available resources including advice 
match their expectations of the necessary ‘localness’ of salience and significance. 

Clark and Knox (2007) combine a commitment to understanding the nature and scope of decision-making with 
the realisation that changing economic circumstances, filtered through region of residence, can make a differ-
ence to decision-making. Through an analysis of the intended take-up (or not) of annuities at different ages 
post-retirement, it is shown that social status and identity interact with geographical location to produce 
highly differentiated maps of personal initiative. This study was cast in the aftermath of the 1990s stock mar-
ket bubble (post-9/11) and sought to test observed responses against continuing debate over the value of 
annuities by social status and location of residence. It was found that the UK map of private pension benefits 
is significantly related to social status and that the intended take-up of an annuity is significantly related to 
the region of residence of respondents – there is, in effect, a UK map of risk (and non-risk) cultures such that 

reliance upon financial markets systematically varies by region.14 

Going further, in Clark and Knox (2009) we ask who would exercise control over the management of their 
pension plans. This is an important issue. The Chicago-school of libertarian paternalism exemplified by Thaler 
and Sunstein (2003) believe that pension providers ought to take advantage of the lack of interest of people 
in pension planning. They would deliberately frame the options available for participants so as to dampen the 
effects of cognitive biases on participants’ management and control of their pension savings. We find that 
those plan participants who would claim control over crucial decisions taken with respect to their pension 
welfare have many of the same characteristics as pension savers noted above, including their reliance on part-
ners for planning effectiveness. Libertarian paternalism comes close to coercion when the design of decision-
making options so channels participants’ behaviour as to deny their initiative. This may be justified by refer-
ence to those willing to accede to the power of the benevolent ‘planner’. But the point here is that paternal-
ism can coerce even if coercion is deemed in the best interests of most people. 

We are aware that these studies simply set an agenda for further research. Moreover, our analytical strategy 
assumes that context (market risk and uncertainty) and the myopia of respondents frame the decisions taken 
about pension and retirement planning. This is a fairly conventional view of the relationship between market 
(“top”) and behaviour (“bottom”). Missing is a story about how risk cultures affect the perception of risk and 
uncertainty such that intuition, habit and imitation are the mechanisms through which those perceptions 
translate into distinctive space-time patterns of pension planning. If this can be shown to be systematic, we 
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/.  Our findings for the UK match those of Lusardi and Mitchell (2007) for the US wherein they show that many people do not “plan” for 

retirement, and that those that do plan are amongst the better educated and well-off of society. Those that do not plan are poor, the 
least educated, and are from minority households.   
14

/.  These findings resonate with recent research by Leyshon et al. (2004, 2005) and others on the “financial ecology” or landscape of UK 

cities and regions as regards the production and consumption of certain types of financial products.   
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will also need a story about the production and reproduction of risk cultures that goes beyond commonplace 
assumptions that risk cultures are myopic. In effect, we need to make good on increasing evidence that finan-
cial products and market performance are the result of context and behaviour (Hong et al. 2004, 2005). By 
this logic, there may be no “top” and no “bottom” so much as the simultaneous formation of market and be-
haviour (Abolafia 1996).  

6 Implications and Conclusions 

For at least a couple of generations, the rational agent model dominated disciplines such as economics, 
skewed innovation in disciplines such as political science, and discounted the insights of disciplines such as 
anthropology and geography. We became very cautious of being ‘tagged’ as environmental determinists, re-
cognising the costs of being tarred with any brush that in some way denied the principle claim of the rational 
actor model: humans are, by definition, rational (in a strong sense). Curiously, this claim was advanced not 
through rigorous empirical evidence but by an unjustified rhetorical move: a presumption in favour of rational-
ity enforced by the mandarins controlling the major journals of academic disciplines. If there was any doubt, 
it was expunged by exhortations to ‘model’ behaviour as if it was rational. It was a short step to the design of 
public policy and regulation along these lines. 

The costs of this rhetorical strategy for the social sciences have been significant. Empirical traditions were 
subsumed under the weight of a priori assumptions where stylised facts occupied the space left vacant by the 
lack of research. So, for example, the assumption (believed owed to Paul Samuelson) that people have well-
defined discount functions was not challenged until Kahneman and Tversky began to test for time-preference 
and value. It is remarkable, in fact, that social scientists should have assumed that people have coherent 
time-preferences given the everyday evidence close at hand. It took Ainslie’s (2001) path-breaking research to 
raise doubts about this assumption. The assumption that people are super-rational ignored the very stuff of 
life including human emotions, values, and social relationships. To the extent these issues were raised within 
the rational actor paradigm they were assigned a supporting role, at best, in the search for ‘explanation’. 

The costs of this strategy for society have been nothing less than catastrophic. Consider recent history. If 
people are rational qua rational, there is no such thing as an asset bubble in financial markets.  If they are 
rational, they are not self-defeating. If they are rational, they search for value and price accordingly. If they 
are rational, expectations converge on some measure of ‘reality’ (Huberman 2003). In other words, if market 
agents were as rational as the rational actor model would have it then local bubbles would not, and could not, 
morph into global depressions. Until recently, few academics were willing to dispute the rational actor model. 
Those that did, like Shiller (2000), did so observing the psychology of market pricing and the ways in which 
people herd together in market-chasing episodes of boom and bust. It is surely no accident that his insights 
about these issues were formed through detailed knowledge of the performance of US regional housing mar-
kets. 

If the presumption of rationality is the Achilles heel of financial regulation, how can we explain the systemic 
nature of the global financial crisis? There are, no doubt, many viable explanations. An academic industry is 
being formed around the topic which will last at least a generation, animated, in part, by the significance of 
derivatives and collateralised debt obligations (CDOs), the parcelling and distribution of risk, and the role of 
institutions such as AIG Financial Products Corp. in spreading risk around the world. It is important to ‘ex-
plain’ the behaviour that brought markets to collapse (Akerlof and Shiller 2009). Here, intuition, habit and 
imitation can each play a role in the story. Whereas CDOs and the like were opaque, intuition became the 
dominant ‘method’ of evaluation. Whereas the pricing of risk was done in a rather benign environment, habits 
of pricing and risk assessment proved to be self-defeating as the market itself turned against those habits 
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(and the underlying methods of assessment). Whereas CDOs were first taken up by US institutions, investors 
around the world imitated the actions of those that claimed a risk-and-return premium on such investment. 

Was it this simple?  Probably not.15 To understand how and why imitation spread CDOs around the world also 
requires an appreciation of the changing global financial environment in the aftermath of the TMT bubble.  
The surging volume of savings in global markets combined with declining equity premiums in developed econ-
omies’ securities markets meant that institutional investors were forced into less transparent products and 
markets promising higher risk-adjusted rates of return. The apparent risks associated with the lack of expe-
rience of many institutions in these segments were glossed-over by virtue of the integrity attributed to US 
ratings agencies and the fact that many reputable US financial institutions like AIG Financial Products Corp. 
claimed to stand behind the offered products – it seems that the further an institutional investor was away 
from the US, the greater was the reliance of that investor on the presumed integrity of risk-ratings and the 
institutions offering products. In these ways, the changing global financial environment played an important 
role in driving otherwise savvy investors to the margins of markets they were neither knowledgeable of nor 
able to assess with skill.   

Also important was the fact that those touting CDOs and those seeking to purchase these types of products 
were willing to assume a level of risk on behalf of their institutions that they would probably not have as-
sumed for themselves. The fact that many advisors and institutional decision-makers did not understand the 
assumed risk was glossed over with expressed ‘confidence’ and ‘trust’ in originators. The institutional context 
of (limited) risk assessment and the short-term rewards that flowed to those located either side of these 
transactions conspired to turn initial market scepticism into a stampede for access to these investments be-
fore the market ‘closed’. Regulators were caught-up in a culture of shared assumptions and expectations as 
regards the efficiency of market pricing even though the available rewards favoured the flow of transactions 
and discounted the probability of a systemic crisis. Given the nature of financial markets, this culture of 
shared expectations was amplified by imitation and the suspension of belief; such cultures are the enemy of 
human welfare. 

7 Appendix.  Nomenclature 

Cognition is “the act of thinking” (Hogarth 2001, 15-16). This statement is intended to be descriptive rather 
than prescriptive. Hogarth suggests that most thinking is neither conscious nor deliberate.  If we assume, for 
the moment, that thinking is analogous to information processing, cognitive scientists believe that processing 
is typically automatic and reliant upon mechanisms that “are hardwired in the sense that they are part of our 
genetic inheritance”. Because information-processing routines are assumed second nature, it is contended by 
experimental scientists that these routines are based upon “experiential learning and, as such, (are) specific 
to particular domains” or environments (p. 23). Therefore, learning need not be effective or even possible (see 
Gertler 2001 on the limits of learning between jurisdictions). 

The environment is normally described in physicalist terms: that is, the environment is the world around us, 
where we act, what we are affected by and, in turn, that which is affected by our actions. More often treated 
as a concept than a ‘real’ place, in psychology it is assumed to have the resources needed for humans to sur-
vive, if not always prosper (see Gigerenzer and Todd 1999, 13). Hogarth (2001, Ch. 3) suggested a taxonomy 
of environments referring to “kind” and “wicked” environments wherein the former are favourable to learning 
while the latter are not. See also Smith and Easterlow (2005) on “(Risky) Spaces” and “(Healthy) Spaces” and 
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around the world that seemed rather ignorant of the underlying properties of desired derivative products. 
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the limits of environment-centred explanations of human morphologies. For all the significance attributed to 
the environment in human behaviour, it is often treated as a passive element in human life. As an exception, 
see Atusti and Harris (2008) for an imaginative analysis of the interaction between cognition and the envi-
ronment showing that children’s conceptual development is dependent, in part, on their tactile engagement 
with the environment.  

Context is typically used in two related ways. In many respects, it is simply short-hand for the environment 
(as implied by Smith and Eaterlow 2005). In some cases, though, context has a narrower meaning referring to 
the specific domain in which behaviour takes place including agents’ roles and responsibilities as well as the 
social commitments related to that domain (Hogarth 2001, 230-31). By this interpretation, context is short-

hand for the frame or parameters that set the probable social and geographical scope of behaviour.16 See the 
volume edited by Pettit and McDowell (1986) on the philosophical status of context in relation to behaviour. 
Glennie and Thrift (2009, 395-397) use the concept to explain what prompts innovation, arguing that analysts 
who emphasize the initiative of lone inventors miss the crucial significance of “regional and local networks 
and temporalities” and, in particular, “communities of practice”. 
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